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Abstract. Agent-based models (ABM) consist of several heterogeneous
agents interacting in a complex way, possibly mediated by spatial con-
straints or other aspects, giving rise to emergent behavior not directly
expressed in the model itself. These aspects made ABMs widespread in
several areas, including the social sciences. These models are typically
too complex to be solved analytically, requiring to use simulation-based
analyses. Often, especially in the social sciences, these simulation-based
analyses are not automatic, and the number of performed simulations
or simulation steps might be arbitrary. This might lead to replicability
issues, to low statistical accuracy of the results, or just to wrong results.
In computer science, simulation-based analyses can be automated, e.g.,
using statistical model checking. We present an integration of the statis-
tical model checker MultiVeStA with Mesa, a python-based framework
for modeling and analysing ABMs. We validate the integration by us-
ing two seminal ABMs from the social sciences. We analyze the famous
Boids flock model, able to generate flocking behaviors of birds, with the
transient and counterfactual analysis capabilities of MultiVeStA. We an-
alyze the well-known Schelling model, able to generate social segregation
behaviors, with the steady-state and ergodicity diagnostics capabilities
of MultiVeStA. The contribution of this paper is not methodological.
Rather, this is on the one hand a case study paper presenting an appli-
cation of MultiVeStA. On the other hand, it is a step towards automating
and making more reliable the simulation-based analysis of models written
in the popular Mesa framework.

Keywords: Statistical Model Checking - Agent-based model - Multi-
VeStA - Mesa - Transient analysis - Steady-state analysis

1 Introduction

Agent-based Models (ABMs) are characterized by complex interactions of rela-
tively simple heterogeneous agents, leading to emergent behaviors that are not
explicitly defined within the model. The use of ABMs has spurred in several
disciplines like, e.g., ecology [37], health care [30], geography [15], and medicine
[6]. ABMs are becoming more and more popular also in the social sciences (see,
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e.g., [56,50,71,27,59,31, 33,29]), where they serve as a pivotal tool for analyzing
by simulation phenomena that are too intricate to be addressed analytically.

The simulation of ABMs involves the iterative execution of each agent’s step.
Depending on the analysis of interest, the design of the simulation experiments
might play a crucial role in the reliability of the obtained results [67]. Moreover,
the analyses, especially in the social sciences, lack automation, which can result
in issues in replicability, statistical inaccuracy, or erroneous results [67, 14, 76].

Statistical model checking (SMC) is a family of simulation-based analysis
techniques from computer science which aims at automating simulation experi-
ments, freeing the modeler from the burden of designing simulation experiments
and testing the reliability of the obtained results [47, 2]. So-called black-box SMC
does not make any assumption on the model under analysis, except that it can
be simulated probabilistically [68, 81], making it general and easily applicable to
existing simulation models. MultiVeStA [66, 35, 76] is a black-box SMC tool that
can be easily integrated with existing simulation models. MultiVeStA has been
recently redesigned and extended to target ABMs from the social sciences, and
in particular from economics [76]. It has been shown that it can automate and
speed up analyses of interest in the community, and avoid erroneous analysis
spurring from wrong designs of simulation experiments [76]

In computer science, several frameworks and formalisms have been proposed
to model and analyze ABMs (see, e.g., [60,72,62,61,38,40,43,39,55, 13, 54]).
However, ABM models from the social sciences are still typically written from
scratch using general-purpose programming languages like Java [17], or C [28].
Some ABM frameworks have emerged over the years in the social sciences, like,
e.g., Netlogo [79], LSD [73], jasmine [64], or Mesa [41]. In this paper, we present
an integration of MultiVeStA with Mesa, a Python-based framework for ABM
modeling and analysis popular in the social sciences [41]. This makes Multi-
VeStA and SMC available for analyzing all models available in the Mesa model
repository. These include popular ABM models from the social sciences like
the Boids flocks model [63], which studies flocks behaviors of birds, and the
Schelling model [65] which studies phenomena of social segregation of minority
groups. We validate our integration using these two seminal ABMs from the
social sciences. We employ MultiVeStA’s transient (what is the expected value of
a property at given steps?) and counterfactual (does a reparameterization have
significant behavioral impacts?) analysis capabilities to study the Boids model,
and its steady-state (what is the expected value of a property at equilibrium?)
and ergodicity diagnostics (does the system actually have one equilibrium?) ca-
pabilities to analyze the Schelling model. Our work automates the analysis of
ABMs written in Mesa, providing insights into the emergent behaviors result-
ing from the interactions of their agents. By leveraging the statistical model
checking techniques, we offer a robust framework for researchers to explore and
understand the dynamics of ABMs in social sciences.

Notably, the scope of this paper is neither that of discussing the peculiarities
of ABMs, nor whether they could be modeled with the very popular and pow-
erful tools from the formal verification community (e.g. [44, 26,24, 11]). Rather,
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starting from the fact that a wide research community creates and uses ABMs,
and that Mesa is gaining popularity in this area, this paper proposes improve-
ments to the analysis of ABMs written in Mesa. Nevertheless, this can be seen
as a further contribution from the formal verification community to the ABM
one. On the one hand, this is a case study paper presenting an application of
MultiVeStA’s extensions from [76] to different domains. On the other hand,
this paper represents a step towards automating and making more reliable the
simulation-based analysis of ABM Mesa models.

Synopsis. The paper is structured as follows: Section 2 introduces SMC and
MultiVeStA, Section 3 introduces Mesa, while Section 4 discusses their inte-
gration. Sections 5 and 6 present the Boids flocks model and the Schelling one,
respectively, and their analyses with MultiVeStA. Section 7 concludes the paper.

2 Statistical Model Checking and MultiVeStA

We overview statistical model checking techniques available in MultiVeStA.

2.1 Overview

Statistical model checking (SMC) entails conducting a sufficient number of prob-
abilistic simulations of a model, each of a sufficient number of simulation steps,
to derive statistically-reliable estimations of its properties [47, 2]. Black-box SMC
is a variant of SMC where no assumption is made regarding the studied model,
except that it supports probabilistic simulations [68, 81]. This has the drawback
of making more difficult the use of advanced techniques, like, e.g., those to han-
dle rare events [48] or those based on machine learning to reduce the number
of simulations [12]. On the other hand, this makes black-box SMC very general
and virtually applicable to any simulation model.

Here we consider MultiVeStA [66, 35, 76], a statistical analyzer that can be
tool-chained with existing simulators, enriching them with black-box SMC ca-
pabilities. The tool-chaining only regards basic functionalities supported by any
discrete-event simulator. In particular, MultiVeStA only needs to be instructed
on how to reset the simulator before running a new simulation; perform one step
of simulation; evaluate an observation in the current simulation state. This al-
lowed to integrate MultiVeSt A with many simulators on several domains, includ-
ing crowd steering scenarios [58|, public transportation systems [36, 21|, lending
pools in decentralized finance [7], highly-configurable systems [9,74], business
process modeling [23], security threat modeling [8,19], adaptive robotic sys-
tems [10, 16], and collective adaptive systems in general [34].

Originally [66], MultiVeStA supported only transient properties (evaluated
at given points in time or upon a given condition), like the expected value of
the number of people who successfully escaped a critical situation within 10
minutes [58]. Later [35], it has been extended with limited support for steady-
state properties, like the expected concentration of chemical species on the long
run [35]. More recently, MultiVeStA has been extended and redesigned to target
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Fig. 1: Representation of transient and steady-state analysis in MultiVeStA.

agent-based models (ABM) from the social sciences, and in particular economic
ABMs [76,75]. In this redesign, transient analysis capabilities have been ex-
tended with counterfactual analysis, crucial in economic ABMs to study whether
a change in the parameters (e.g., higher taxation) leads to results significantly
different from a statistical point of view (e.g., higher GDP) [76]. However, the
emphasis of the extension has been on steady-state analysis, of particular inter-
est for the community. MultiVeStA now features two complementary algorithms
for steady-state analysis which extend and combine ideas from state-of-the-art
approaches [69, 35, 70], as well as a methodology for ergodicity diagnostics which
can inform the modeler on whether the model allows for steady-state analysis.
Replicating the material from [76] is out of the scope of this paper. However,
in the rest of this section we try to convey the intuition behind the proposals
in [76]. Finally, in a different line of research [18-20], MultiVeStA has been in-
tegrated with process-oriented data science techniques (process mining [1]) to
validate and debug models by graphically representing the behavior that led to
given SMC results.

2.2 Transient and Steady-state analysis in MultiVeStA

We informally introduce MultiVeStA’s algorithms for transient and steady-state
analysis, while we refer to [76] for a more formal and detailed presentation. We
can think of the output of a simulation model as a discrete-time® stochastic

3 To simplify presentation, we focus on discrete-time simulation models. However,
with mild modifications the algorithms can be adapted to the continuous-time case.
Essentially, in that case the focus moves from simulation steps to simulated time.
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process (Y¢)i>o describing the evolution over (simulated) time of a number of
variables of interest (e.g., the number of people who successfully escaped a critical
situation at time —or step— ¢, or a 1-0 value denoting whether an event happened
or not at time t¢). For the sake of presentation, let us assume that (Yi)i>o
contains only one variable of interest (Y)¢~o. Figure 1(a) depicts n independent
simulations of a model (one per row), each containing the realization of Y; in
each step t = 1,...,m (one per column). Considering simulation i, i.e., row 4,
its outcome can be represented as a sequence of observations (or realizations)
yit € R. Clearly, the observations within the same row i are not independent,
while those in the same column ¢ are independent and identically distributed
(IID). On these simulations, we can study two types of properties:

— The red text in Figure 1(a) exemplifies the analysis of a transient property
evaluated at the specific time point 2: E[Y3];

— The red text in Figures 1(b)-(c) exemplifies the analysis of a steady-state
property evaluated when the system is at equilibrium: E[Y]=lim; o E[Y%].

The algorithm for transient analysis in Figure 1(a) to compute a statistical
estimate Yy of E[Y3] is simple: it performs n simulations, collects from each the
realization of a property (y;2), and computes their mean. Figure 1(b) depicts an
algorithm for steady-state analysis known as Replication and Deletion (RD) [46].
It is similar to the previous one, with an additional pre-processing shown in gray
in Figure 1(b) to compute the horizontal mean Y ;(w) of each simulation i. Such
means are all IID because they come from IID simulations, therefore, as shown
in red, we can treat them like the observations y;» in the transient analysis,
computing their vertical mean Y (w). The horizontal means are not computed
on all observations: the initial w ones are discarded. This is the so-called warmup
period which contains bias due to the initial conditions. It must be identified and
discarded to avoid potentially important errors (see, e.g., Section 6 of [76]). This
is a crucial problem, which can hinder a fully automatic analysis of steady-state
properties. In [76], we provided and related to the literature a fully automated al-
gorithm, autoRD, which applies involved statistical tests to identify such warmup
period, and then performs RD on long-enough simulation steps after its end.
Figure 1(c) depicts a complementary algorithm for steady-state analysis based
on the notion of Batch Means (BM) [22, 45, 5]. Differently from RD, which per-
forms many short simulations, BM performs one long simulation. Such long run
is evenly divided into batches (adjacent non-overlapping subsamples), and the
means within each batch, i.e., the batch means B; in Figure 1(c), are computed.
Intuitively, if the studied process satisfies certain statistical properties, and if
the simulation run is long enough, each batch mean can be used similarly to an
horizontal mean in RD. In [76] we provided and related to the literature a fully
automated algorithm, autoBM, based on BM.

2.3 Confidence intervals and counterfactual analysis

Figures 1 (a)-(c) depict how to compute statistical estimates for E[Y3] (i.e., Y>)

and E[Y] (ie., Y(w), and B(l)). We enrich such estimates with appropriate
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measures of uncertainty, a-0 confidence intervals (CI). Given two parameters
a € (0,1) and § € R*, we guarantee with statistical confidence (1 — «) - 100%
that the expected value belongs to the interval of width § centered at its estimate.
This is based on standard statistical techniques supported by the law of large
numbers (see, e.g., Chapter 9 of [46]). Intuitively, one just needs to increase the
number of considered simulations based on the sample variance of the estimates.

A common exercise when analysing simulation models in the social sciences
is counterfactual analysis (see, e.g., [67]). This builds on transient analysis, and
consists in comparing the estimates from different model parameterizations to
study whether the obtained results differ significantly from a statistical point
of view. To answer this, MultiVeStA performs the Welch’s t-test of equality of
the means [77] or the u-test [51] on the pair of estimations of every step ¢ of
interest. Among the tools that support statistical model checking we mention
here PRISM [44]. PRISM offers a so-called “experiment functionality” 4 which
allows to run analyses for different predefined parameters and store the results
in CSV files. However, to the best of our knowledge, no counterfactual analysis
based on statistical tests is then offered for the obtained results.

2.4 Ergodicity diagnostics

The RD and BM approaches are complementary [4,78,42]. In both cases, a
steady-state analysis is meaningful only “around” a statistical equilibrium, re-
quiring that lim;_, ., E[Y;] actually exists and is finite. Therefore, not all prop-
erties can be studied at steady-state. In [76], we presented a methodology based
on autoRD and autoBM for ergodicity diagnostics. It assesses whether assump-
tions necessary for steady-state analysis are clearly violated when analysing a
given property on a given model. Our methodology can help in understanding
whether the modeler should instead consider a transient analysis for the con-
sidered property. It is important to stress that it does not make sense to talk
about steady-state analysis or ergodicity diagnostics for a model. Rather, these
considerations shall be done for a property evaluated on a model. In fact, given
a model, certain properties may allow or not for steady-state analysis. Consider,
for example, steady-state analyses of actual values (e.g., the GDP of a country)
and of their increment rates (e.g., the increment rate of the GDP of a country). If
the increment rates eventually reach an equilibrium, then steady-state analyses
of increment rates are likely possible, while steady-state analyses of the actual
values will not be possible because the actual raw value will keep increasing.
Our methodology can be summarized as:

— Run both autoRD and autoBM on the considered property. If one fails, or if the
results differ significantly (i.e., are further away than the ¢ of the CI from
Section 2.3 used for the analysis), a violation has been observed;

— Otherwise, check whether the horizontal means of autoRD pass a normality
test. If this is not the case, a violation has been observed;

— No violation observed otherwise.

4 https://www.prismmodelchecker.org/manual /RunningPRISM /Experiments
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Fig. 2: Simplified structure of a Mesa model (left, adapted from [41]), and its
extension to support the integration with MultiVeStA (right).

3 The agent-based modeling framework Mesa

An agent-based model (ABM) consists of several heterogeneous agents interact-
ing in a complex way, possibly mediated by interaction constraints, giving rise
to emergent behavior. For example, in a macroeconomic ABM we can have thou-
sands of households, firms, and banks which interact (working and buying goods,
producing goods and paying salaries, lending money, respectively), generating as
emergent behavior an economy on which one can estimate macroeconomics indi-
cators like GDP, without them being directly encoded in the model [17]. These
models are typically too complex to be solved analytically, requiring to resort
to simulation-based analyses. In studies conducted in the social sciences, these
simulation-based analyses may be not automated, possibly leading to issues re-
lated to replicability of results, to low statistical accuracy, or to wrong results
(see, e.g., [76,67]). Simulating an ABM means iterating through each agent, ev-
ery time in a different order, to trigger single steps of execution of each. An ABM
simulation can be seen as a form of discrete-event simulation (DES) [46].
Often, ABMs from the social sciences are written directly in general-purpose
programming languages (see, e.g., [17, 32, 28]). Nevertheless, several frameworks
supporting ABM modeling and analysis in the social sciences emerged over the
years, like, e.g., Netlogo [79], LSD [73], jasmine [64], or Mesa [41]. Here, we con-
sider Mesa (https://mesa.readthedocs.io/en/stable/), a popular python-based
framework for ABMs. Mesa has a modular architecture [41]; Figure 2 (left) de-
picts the minimal components required to create a model in Mesa, by extending
base classes from the library. These include a Model class, which stores param-
eters and agents, and triggers their execution; Agent classes that define agent
characteristics; a Scheduler that governs agent activation patterns and manages
temporal aspects; and a Space class modeling the space where agents interact [41].
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4 Integration of Mesa with MultiVeStA

The integration of Mesa with MultiVeStA required us to extend the archi-
tecture of Mesa as shown in Figure 2 (right), making it straightforward to
integrate Mesa models with MultiVeStA, enriching them with SMC capabil-
ities.® Given a Mesa model, the modeler needs to implement a new method
set_simulator_for_new_simulation in the class Model. This will be invoked by
MultiVeStA to reset the model before every new simulation, also providing the
random seed to be used in the simulation. Typically, the modeler has to move
here part of the code from the Model constructor, leaving there only code that
can be executed only once and not before every simulation. For example, code
to create or reset the Scheduler, which is responsible for controlling when the
agents are executed, shall be moved in the new method. Furthermore, the mod-
eler typically also needs to move here code to destroy and create agents (or to
reset agents and space if agents are not recreated after each simulation). Lastly,
the modeler needs to implement a method eval which evaluates quantitative ob-
servations on the current simulation state. Figure 2 (right) shows that the new
methods are responsible for instructing the Scheduler and setting the Space.

Listing 1 shows a snippet of the famous Boids flocks model [63]. We consider
it in Section 5. Integrating the model with MultiVeStA required only minor
changes, including adding the required methods. Changes are localized in the
class BoidFlockers, which extends the class Model. We can see that the invocation
of method make_agents has been moved to set_simulator_for_new_simulation.
Also, eval supports two observations (discussed in Section 5). The class for
agents did not require any change, and therefore it is not shown.

5 Transient analysis of the Boids flocker model

We now demonstrate the integration of MultiVeStA and Mesa using a case
study from the Mesa model library [52]. In particular, we use the Boids flocker
model [63] mentioned in Section 4, focusing on transient analysis.

5.1 Model description

This is an ABM model where agents are birds,® while the emergent behavior
regards the formation of flocks. The model was created by Craig Reynolds [63],
and later encoded in several frameworks, including Mesa’. By encoding just a
few simple rules for the behavior of birds, the model generates sophisticated and
realistic flocks behaviors. The agents move in a 2-dimensional continuous space.
That is, space is not abstracted in discrete structures (grids or similar), and the

5 Instructions and replicability material the Mesa models used in this paper is available
at https://github.com/andrea-vandin/MultiVeSt A /wiki/Integration-with-Mesa

5 Actually, unspecified flocking animals named boids, therefore the name of the model
https://www.red3d.com/cwr/boids/

" https://github.com/projectmesa/mesa-examples/tree/main /examples/boid _flockers
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class BoidFlockers (mesa.Model):
def __init__(self, parameters):
self .parameters = parameters
#part of model initialization moved to set_simulator_for_new_simulation
#self .make_agents ()

def make_agents(self):

def step(self): #Method already implemented, no need to change
self.schedule.step ()

#Code below is specific for integration with MultiVeStA

def set_simulator_for_new_simulation(self,rnd_seed):
random.seed (rnd_seed)
self.random.seed(rnd_seed)
self.reset_randomizer (rnd_seed)
#part of model initialization moved here from the constructor
self .make_agents ()

def eval(self, obs):
if obs ==

elif obs ==

Listing 1: Code snippet of Mesa’s Boids flockers integrated with MultiVeStA

height at which birds fly is ignored. The model includes a number of parameters.
We consider a 100 x 100 space with 100 birds that move at speed 2 (at each step,
perform movements of 2 units of space). Birds have a vision radius of 10 (the
radius within which each bird perceives neighboring birds), and separation 1
(birds within radius 1 are considered to be too close).

Each bird interacts with the others according to three simple rules: Rule 1
(Cohesion), Rule 2 (Separation) and Rule 3 (Alignment) described in [57]. The
execution of each rule gives a direction (i.e., a 2-dimensional vector) towards
which performing the next move. The actual direction is computed by combining
these three vectors via a weighted sum, where weights are three model parameters
0.03, 0.015, and 0.05, for Cohesion, Separation, and Alignment, respectively.
The actual movement is computed by multiplying the resulting direction by the
speed of the bird. Rule I steers birds towards the center of mass (or centroid,
i.e., the average position) of the perceived neighbors; Rule 2 steers birds away
from birds within the separation threshold; Rule 3 forces birds to match the
(average) direction of the perceived neighbors. For all parameters, we use the
values as given in the model.

A simulation step of the model, triggered by method step in Listing 1, consists
in iterating all agents to apply the three rules and perform a movement. In each
step, birds are iterated with a different randomly generated ordering. Figure 3
shows three snapshots of a simulation with these parameters as provided by the
GUI of Mesa. Figure 3 (left) shows an initial step where birds are randomly
placed in the space. Agents with less than two neighbors are red, while the
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Fig. 3: Two snapshots from Mesa GUI for a simulation of the Boids model.

others are green. Figure 3 (center) shows the state after 100 steps, containing
three larger flocks (bottom, center, center-right). Figure 3 (right) shows that the
three larger flocks are still present after 105 steps, and they have slightly moved.

The Mesa repository contains several files inherent to this model, e.g., graphi-
cal components. We only need to use the core one containing the model specifica-
tion (model.py). The changes to this file have been briefly discussed in Section 4.

5.2 State observations and Predator

We use MultiVeStA to estimate properties on flock behaviors. In particular, in
the eval function sketched in Listing 1 we encoded two observations to study
aspects of the flocks. Observation avg_distance_from_centroid goes through each
agent, computes the distance of the agent from the average of position of its
neighbors, and then returns the average of this distance for all agents. This gives
us an indication about how ‘compact’ is the flock perceived by each bird. Instead,
observation avg_visible_neighbors computes the average number of neighbors
perceived by each agent. A low value denotes a scenario where birds are scattered,
possibly in several small flocks, while a high value denotes a scenario where most
of the birds belong to few (possibly one) large flocks.

Inspired by [25], we also include the presence of predators. That is, at a given
point in time, a predator appears causing the birds to disperse. As suggested
in [57], when the predator event happens, we change the sign of the weight of
the Cohesion vector (Rule 1). This should cause the flocks to scatter. After some
time, the effect of the predator disappears, i.e., we reset the sign of the weight.
We modified method step in Listing 1 such that the predator arrives at step 200,
and its effect disappears at step 400. After executing these two steps, we iterate
trough all birds flipping the sign of the considered weight.

5.3 Analysis settings

We conducted an experiment using the described parameters. We use Multi-
VeStA to study the expected value of the two observations from Section 5.2
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ObsAtStep (step,obs) =
if ( s.rval( ) == step )
then s.rval (obs)
else next(ObsAtStep(step,obs)) fi ;
eval parametric(E[ ObsAtStep (x, )],
E[ MyProperty(x, )1,x,1,5,601) ;

Listing 2: MultiQuaTEx query for the Boids flocker model

in every fifth step from 1 to 601 (1, 6, ...). We have set 600 as time horizon
to have three periods of same length (200 steps) without and with the effect
of the predator. We instructed MultiVeStA in doing so by using the Multi-
QuaTEx [66] query in Listing 2. MultiQuaTEx [66] is a practitioner-oriented
query language, or quantitative logic, to express quantitative temporal formu-
las. See [3] for a discussion on the relation among the transient fragments of
MultiQuaTEx, CSL, and PCTL. Lines 1-4 specify a recursive temporal operator
ObsAtStep(step,obs), while line 5 specifies that the steps to consider are all from
1 to 601, with increment 5 (120 steps of interest overall). Instead, the two ob-
servations obs to be studied in these steps are avg_distance_from_centroid and
avg_visible_neighbors discussed in Section 5.2. Line 5 instructs MultiVeStA to
evaluate the expected value of several instances of the temporal operator. The
temporal operator will be unrolled for each of the 120 steps of interest and for
the two observations, (ObsAtStep(1,obs), ..., ObsAtStep(601,0bs)), leading to
240 independent estimations. Each instance will undergo the shown recursive
if-then-else computation: whenever the simulation is in the corresponding step,
s.rval(obs) will trigger the execution of method eval in Listing 1, otherwise the
next in line 4 will trigger the execution of one step of simulation (method next),
and the operator will be re-evaluated in the obtained simulation state.

We ask MultiVeStA to estimate each of these 240 expected values with 95%
confidence intervals (CIs) of width at most 1. At the same time, we impose a
maximum number of simulations (600). MultiVeStA will keep performing rounds
of 30 simulations, each time evaluating the estimates and Cls. As soon as the
CI of an estimate gets smaller than 1, it is not considered anymore. MultiVeStA
completes its analysis as soon as all estimates reach the required CI width,
or upon performing 600 simulations (possibly returning a Cls larger than 1).
Clearly, each of the 240 estimations might require a different number of simula-
tions, and in some cases 600 simulations might not be enough to bound the CI
width to 1. The choice of setting 6 = 1 and maximum number of simulations 600
has been made arbitrarily for the sake of presentation. In practice, this could
be tuned as follow: one could impose a smaller §, no limit on the number of
simulations, and ask MultiVeStA to produce CSV files with estimations and CI
widths computed after every round of 30 simulations. Then, one could either
wait for all 240 estimations to reach the required CI width, or terminate the
analysis when the latter round or simulations gave satisfactory CI widths.

We also conducted a second experiment where we increased the Coherence
factor (the weight of Rule 1) from the default value of 0.03 to 0.09.



12

Andrea Vandin

40

—— Elavg_visible_neighbors] with 95% CI
—— Elavg_distance_from_centroid] with 95% CI

100 200 300 400 500
—— sims for avg_visible_neighbors

100 200 300 200 500
—— Elavg_visible_neighbors] with 95% CI
—— Elavg_distance_from_centroid] with 95% CI

600

500

300

200

100

100 200 300 400 500
—— sims for avg_visible_neighbors
—— Sims for avg_distance_from_centroid

—— Sims for avg_distance_from_centroid

250
35

30 200

25

150
20

—— Var(avg_visible_neighbors)
—— Var(avg_distance_from_centroid)

—— Var(avg_visible_neighbors)
—— Var(avg_distance_from_centroid)

Fig. 4: MultiVeStA results for Listing 2. The predator arrives at step 200, and its
effect ends at step 400. Left: results, number of simulations, and sample variance
for the default cohesion weight 0.03. Right: same as for cohesion weight 0.09.

5.4 Results

The results of both experiments are shown in Figure 4.

Default parameterization. We start discussing the results for default parameters
in Figure 4 (left). We start considering the red lines, connected to the neighbors
counts. The top plot shows the estimated and corresponding confidence intervals
computed for each of the 120 estimations. The middle plot shows that obtaining
these CIs required a variable number of simulations: 600 at step 601, 570 at step
201 (right after the predator event). Otherwise, much fewer simulations were
necessary, with a tendency of growing at the growing of the estimated value.
From the bottom plot we can see that the sample variance follows a similar



SMC of python ABMs: an integration of MultiVeStA and Mesa 13

trend. Indeed, as discussed, the higher the variance, the higher has to be the
number of simulations to bound the CI width.

We now move to the blue lines, connected to the distance from the center of
the neighbors. The top plot shows that the estimates are more stable over time
than for the other property. In particular, we note a decreasing trend in the time
frames when there is no effect of the predator, and a more stable trend under
the effect of the predator. The lower variability of this property is confirmed by
the middle and bottom plots.

By combining the information from the two properties, we can give the follow-
ing interpretation on the flock behavior: in the initial states of each simulation,
where agents are randomly placed in the space, birds can perceive on average 4
neighbors, that is, birds might be scattered in several small flocks. While apply-
ing the three rules, the number of perceived neighbors grows to about 17 until
the predator comes. At the same time, the average distance from the centers of
the perceived neighbors decreases, even if slowly. This means that birds tend to
group in fewer, larger, and more compact flocks. The arrival of the predator has
a strong impact on the dynamics. The flip of sign of the coherence factor leads
birds to isolate, going back to a number of perceived neighbors similar to the
one of birds randomly distributed in the space. Also, birds tend to be further
away from the (few) neighbors. As soon as the effect of the predator disappears,
the flocking behavior resumes, going up to 25 neighbors on average.

Higher coherence factor. We discuss the results for coherence factor 0.09 in
Figure 4 (right). The top plot shows a much stronger flocking behaviors, leading
to 45 neighbors on average on step 200, about 3 times those in Figure 4 (left-top).
Similarly, the impact of the predator is stronger. By looking at Figure 4 (right-
middle) and Figure 4 (right-bottom), we confirm the higher variability of this
property than in Figure 4 (left). Actually, we can see that in many steps it has
been necessary to run all admitted 600 simulations. Somehow surprisingly, the
reparameterization does not seem to have an impact on the dynamics of property
avg_distance_from_centroid. In fact, the blue lines in Figure 4 (right-top) are
similar to the ones in Figure 4 (left-top).

Figure 5 zooms in of the widths of the obtained Cls. We can see that for
the default parameterization we always satisfy the constraint on the CI width
within 600 simulations. Instead, this was not the case for avg_visible_neighbors
in Figure 4 (right), where 600 simulations lead to Cls of width up to 2.6.

Counterfactual analysis. We discussed how the change in parameters led to
clear changes in the dynamics of avg_visible_neighbors. Instead, it is not clear
if there has been a significant impact on avg_distance_from_centroid. We can
formally answer this question by using the counterfactual analysis capabilities
of MultiVeStA discussed in Section 2.3. For this property, we run a t-test for
each considered step to check whether the results obtained for the two parame-
terizations are significantly different from a statistical point of view. The results
are shown in Figure 6. We can see that the higher coherence factor did not have
an impact in about half of the steps, the 1-dots at the beginning and the end.
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Fig.5: CI widths for the estimations in Figure 4. Left: results for the default
cohesion weight 0.03. Right: same as left for cohesion weight 0.09.

T-test ‘are means equal?*

Fig.6: Counterfactual analysis: T-test for each considered step for
avg_distance_from_centroid from the analyses in Figure 4 (top).

Instead, the central steps (from about 75 to about 200) have been more consid-
erably affected. Indeed, e.g., in such points the blue lines in Figure 4 (top-right)
seem to be more stable than the ones in Figure 4 (top-left).

6 Steady-state analysis of Schelling segregation model

We now consider another classic ABM model from the Mesa model library, the
Schelling model [65], focusing on steady-state analysis.

6.1 Model description and state observations

The second model used to evaluate the integration of Mesa with MultiVeStA
is the famous Schelling segregation model [65]. As for the Boids model, it has
been encoded in several frameworks, including Mesa®. It considers two groups
of people (agents), red and blue, representing two groups of similar individuals.

8 https://github.com/projectmesa,/mesa-examples/tree/main/examples/schelling



SMC of python ABMs: an integration of MultiVeStA and Mesa 15

° o000 ° ° o000000O0OO0 o ) o0 o ° oo ° o000
° oo 0000000 ©o000000 o o0 000000 ° o000
o000000O0O0 o0000000O0O0 o000000O0O0 o000 o0 o0
° 00000 o0 o0 o000 (-] o000 ©oo0oo00o00 oo0oo0o0o000
o0 o000 o o000 0 0000 ] o000 ° ©o000000COCOOO
o000 00000000 ° o0 o o0 o000 00 o0 o o
o0 o000 0000 o0 ooo0 o0 ° o00000O0 o0 o0
° o000 00000 0O0O0QCOOCO oo o00000O0QCOOQ oo ° o0
o000 o0 o000 0000O0OO0 o0 o 000000 000000
o0 0000 00000 ° L ° o0 00000 ° °
° 0000000000 o0 o000 o000 00 ©000000000CO0COCOO0
° 0000000 O0COOO0OO L ° 0000000O0C0CO0COOCOOOQOCODO
o00000O0O0 o000 o0 L oo0o000 0o000000O0QCOOOQOOO
000000O0OCO0CO ° 00000000 000000000 ©o0000000
o0000O0O0 oo o000 ° o0 o000 oo0oo0 ° o000 ° o0
o o0 o000 o000 0o0000O0 oo o000 o090 oo o0 o0
00000 O0COOCOOCOOCOOOOQOCODO 00000 0ODOCOOOOO ©oo0o00000
(-] o0 o0 ° o000 o000 L oo0o000000O0DO0OO0 o000
oo o000 o o000 ° o0 0000000000 0CO0QCOO0CO o0
o000 L o0 ° o000 o0 000000 000000COO0OO0 °

Fig. 7: Two snapshots from Mesa GUI for a simulation of the Schelling model.

The red agents are the majority group, while the blue ones are the minority one.
The model is famous for its emergent behavior of segregation: it shows how a
modest preference for residing close to neighbors of the same group can result
in the minority group being segregated in a few areas [65].

Space is abstracted in a square matrix, with people living in cell locations (at

most one agent per cell). Agents are happy if at least a certain number (by default
3) of the 8 neighboring positions contain people of their group. The dynamics
of the model only regards unhappy agents that keep picking a random empty
cell until happy (agents start moving again if changes in the neighborhood make
them unhappy). If the system runs for long enough, the model stabilizes showing
areas with communities of same group, de facto segregating the minority one. A
number of parameters can be tweaked to modify the behavior of the agents:

The width and height of the Space in which agents will interact;
Homophily, i.e., the tendency of individuals to connect with others who share
similar characteristics or attributes. It is the minimum number of neighbors
of same color required by an agent to be happy;

The density factor, dictating the number of agents in the system. It is the
probability of adding an agent in each position during initialization;

The minority percentage, representing the percentage of agents that belong
to the minority group. When an agent is created, it is assigned to the minority
group with this probability.

We use default values as available in the model: we consider a 20 x 20 matrix
with density 0.8, minority percentage 0.2, and homophily 3.

Figure 7 gives a graphical representation of the model using Mesa’s GUI.

Figure 7 (left) shows an initial configuration of where agents are randomly scat-
tered in the space. We note how about 20% of the cells are empty, as dictated
by density, and how about 20% of the agents are blue, as dictated by minority
percentage. Figure 7 (right) shows a state obtained after about 900 steps of sim-
ulation. We can already see partial effects of segregation: the minority group has
gathered in 4 areas.
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Similarly to the Boids case, the Mesa models repository contains several files
inherent to this model, but we only had to focus on the core file containing the
model specification (model.py). In this file, we had to do only minor changes like
those discussed for Boids in Section 4. We only had to modify the class Schelling
which extends Model by moving part of the initialization code in the new method
to reset the simulator, and by adding the method eval. In the latter, we encode
a simple observation ratioHappy which computes the ratio of happy agents. To
this evaluation, we also add a mild white noise (we add a value sampled from a
standard normal distribution). This does not affect the estimated value (as we
use mean 0), and has the benefit of making our steady-state algorithms more
robust to cases of convergence to deterministic fixed points.

Obs (obs) = s.rval(obs);
eval autoRD(E[ 0Obs( Y1)

Obs (obs) = s.rval(obs);
eval autoBM(E[ 0Obs( )1);

Listing 3: MultiQuaTEx queries for the Schelling model

6.2 Analysis settings and results

Our goal is to confirm that the model, and in particular the ratio of happy
agents, stabilizes over time. We do this using the steady-state analysis capabil-
ities of MultiVeStA presented in Section 2.2. We use the MultiQuaTEx queries
in Listing 3, evaluated with a 95% CI with width at most 0.1. For the first
query, MultiVeStA runs autoRD with default hyperparameters from [76] (e.g., for
estimating the warmpup period we use 128 batches, with initial batch size of
8, meaning that the first check for termination of the warmup period is after
128%8=1024 steps). We find that the warmup period is terminated after the first
check. MultiVeStA then starts performing rounds of 30 simulations, evaluating
for each the average value of ratioHappy in the steps 1025-2048 (the horizontal
means for time horizon 2048 discarding the warmup period). It turns out that
30 simulations are enough to get an estimate (0.98) with CI of accepted width.

By running autoBM, we obtain similar results: warmup is estimated to end
after 1024 steps. Then, the single simulation continues to compute the estimate.
The algorithm autoBM performs 1024 steps more on the simulation, getting to
step 2048. Here, the CI was still too large (0.13). The algorithm then performed
2048 steps more, i.e., it doubled the time horizon getting to 4096 steps. We got
an estimate of 1.02 with CI of accepted width.

We now check whether our methodology for ergodicity diagnostics (see Sec-
tion 2.4) identifies violations on the assumptions required for steady-state anal-
ysis. Both algorithms terminate, and the two estimates are 0.04 away, which is
less than the imposed CI width (0.1). Therefore, the first to checks do not signal
any violation. The horizontal means computed by autoRD pass the normality test
required in the second check of our methodology. In conclusion, our ergodicity
diagnostics methodology does not signal violations, therefore we do not have
reason to suspect that the performed steady-state analyses were unreliable.
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7 Conclusions

Agent-based modeling (ABM) is a powerful modeling paradigm to obtain com-
plex emergent behaviors from simple interactions of many heterogeneous agents.
Analyzing ABMs requires designing complex simulation experiments. In com-
puter science, statistical model checking (SMC) is a popular family of auto-
mated analysis techniques for simulation models. We presented an integration
of Mesa, an ABM framework popular in the social sciences, with MultiVeStA, a
statistical model checker that can be integrated with existing simulators without
requiring the modelers to encode their models in third-party frameworks or lan-
guages. The integration enhanced the analysis capabilities of Mesa models with
SMC, automating part of the analyses of interest making them more reliable. We
demonstrated the integration using two seminal ABMs, the Boids flocks model
and the Schelling segregation model.

We identify a number of possible future directions: MultiVeStA has been re-
cently extended with process-oriented data science techniques, process mining, to
explain graphically and intuitively the results computed with SMC [18]. We plan
to extend these results to successfully apply them to Mesa models, helping Mesa
modelers in debugging, fixing and refining their models. Another issue regards
steady-state analysis. Often, models from the social sciences do not have just
one equilibria, a steady-state, but possibly multiple ones. We will investigate the
development of techniques to identify and estimate multiple equilibria of ABM
models. It might also be interesting to relate the presented tool-chaining with
existing ones involving SMC and other formalisms targeted to analyse emer-
gent behavior (e.g. [53,49]). Finally, we will consider improving the integration
mechanisms of MultiVeStA with simulators using advanced patterns for service-
oriented applications [80].
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